ABSTRACT

Systems and methods for enhanced television interaction are disclosed. For example, one disclosed method includes receiving notification information, the notification information indicating an event associated with video content displayed by a television device; determining a haptic effect associated with the notification information; generating and transmitting a haptic signal configured to cause the haptic output device to output the haptic effect.
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SYSTEMS AND METHODS FOR ENHANCED TELEVISION INTERACTION

FIELD

The present disclosure relates generally to haptic feedback and more specifically relates to systems and methods for enhanced television interaction.

BACKGROUND

Conventional televisions allow users to watch various content features, such as broadcast, cable, or satellite programming, pre-recorded shows and movies, and play video games. Such content may be provided to a television and displayed to one or more viewers or participants. Frequently, such programming includes other content that is associated with, or superseded, the programming the viewer desires to watch, such as advertisements or emergency broadcast messages, which may cause the user to lose focus on the television or other display device. Or the user, while enjoying a particular program, may not feel fully immersed within the program.

SUMMARY

Embodiments according to the present disclosure provide systems and methods for enhanced television interaction. For example, one disclosed embodiment comprises a method having the steps of receiving notification information, the notification information indicating an event associated with video content displayed by a television device; determining a haptic effect associated with the notification information; and generating and transmitting a haptic signal to a haptic output device, the haptic signal configured to cause the haptic output device to output the haptic effect. In another embodiment, a computer-readable medium comprises program code for causing a processor to carry out such a method.

These illustrative embodiments are mentioned not to limit or define the invention, but rather to provide examples to aid understanding thereof. Illustrative embodiments are discussed in the Detailed Description, which provides further description of the invention. Advantages offered by various embodiments of this invention may be further understood by examining this specification.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated into and constitute a part of this specification, illustrate one or more examples of embodiments and, together with the description of example embodiments, serve to explain the principles and implementations of the embodiments.

FIGS. 1A-C show systems for enhanced television interaction according to embodiments;

FIG. 2 shows a device for enhanced television interaction according to one embodiment;

FIG. 3 shows a television device for enhanced television interaction according to one embodiment;

FIGS. 4A-D and 5 show systems for enhanced television interaction according to embodiments; and

FIGS. 6-8 show methods for enhanced television interaction according to embodiments.

DETAILED DESCRIPTION

Example embodiments are described herein in the context of systems and methods for enhanced television interaction.
haptic signal to the tablet, which outputs a haptic effect to indicate that the television program is resuming. The user then presses a "play" function to return playback to normal speed and resumes watching the television program. These embodiments allow the user to fully control her own television experience, but provide helpful tactile cues to allow her to divide her attention between other tasks. Such functionality can be useful in a wide variety of contexts and additional events may be detected and used to enhance the user's enjoyment of such content.

Referring now to FIG. 1C, another illustrative embodiment is shown in which multiple devices are in use by different users all watching the same television. Each of the devices 120 establishes communications with the television and are able to receive information from the television, such as the haptic effects discussed above to indicate that a commercial break is ending. However, in the system shown in FIG. 1C, while four devices 120a-d are interacting with the television, only 1 device 120b is able to control the television. Thus, the user of device 120b may receive additional, or stronger, effects from the television, such as to emphasize certain events to prompt user action, rather than to simply provide subtle information to passive viewers having devices 120a, c, d.

These illustrative examples are given to introduce the reader to the general subject matter discussed herein and the disclosure is not limited to these examples. The following sections describe various additional non-limiting embodiments and examples of systems and methods for enhanced television interaction.

Referring now to FIG. 2, FIG. 2 shows a system for enhanced television interaction according to one embodiment. In the embodiment shown in FIG. 2, the system 200 comprises a housing 210, a processor 220, a memory 230, a touch-sensitive display 250, a haptic output device 240, a communication interface 260, a speaker 270, and a sensor 290. In addition, the system 200 is in communication with a haptic output device 280, which may be optionally coupled to or incorporated into some embodiments. The processor 220 is in communication with the memory 230 and, in this embodiment, both the processor 220 and the memory 230 are disposed within the housing 210. The touch-sensitive display 250, which comprises or is in communication with a touch-sensitive surface, is partially disposed within the housing 210 such that at least a portion of the touch-sensitive display 250 is exposed to a user of the system 200. In some embodiments, the touch-sensitive display 250 may not be disposed within the housing 210. For example, the system 200 may be connected to or otherwise in communication with a touch-sensitive display 250 disposed within a separate housing. In some embodiments, the housing 210 may comprise two housings that may be slidably coupled to each other, pivotably coupled to each other or releasably coupled to each other. In still other embodiments, the system 200 may comprise or be in communication with a display and may comprise or be in communication with other user input devices, such as a mouse, a keyboard, buttons, knobs, slider controls, switches, wheels, rollers, joysticks, other manipulanda, or a combination thereof.

In some embodiments, one or more touch-sensitive surfaces may be included on or disposed within one or more sides of the system 200. For example, in one embodiment, a touch-sensitive surface is disposed within or comprises a rear surface of the system 200. In another embodiment, a first touch-sensitive surface is disposed within or comprises a rear surface of the system 200 and a second touch-sensitive surface is disposed within or comprises a side surface of the system 200. In some embodiments, the system may comprise two or more housing components, such as in a clamshell arrangement or in a slideable arrangement. For example, one embodiment comprises a system having a clamshell configuration with a touch-sensitive display disposed in each of the portions of the clamshell. Furthermore, in embodiments where the system 200 comprises at least one touch-sensitive surface on one or more sides of the system 200 or in embodiments where the system 200 is in communication with an external touch-sensitive surface, the display 250 may or may not comprise a touch-sensitive surface. In some embodiments, one or more touch-sensitive surfaces may have a flexible touch-sensitive surface. In other embodiments, one or more touch-sensitive surfaces may be rigid. In various embodiments, the system 200 may comprise both flexible and rigid touch-sensitive surfaces.

In the embodiment shown in FIG. 2, the touch-sensitive display 250 is in communication with the processor 220 and is configured to provide signals to the processor 220 or the memory 230 and to receive signals from the processor 220 or memory 230. The memory 230 is configured to store program code or data, or both, for use by the processor 220, which is configured to execute program code stored in memory 230 and to transmit signals to and receive signals from the touch-sensitive display 250. In the embodiment shown in FIG. 2, the processor 220 is also in communication with the communication interface 260 and is configured to receive signals from the communication interface 260 and to output signals to the communication interface 260 to communicate with other components or devices such as one or more remote computers or servers.

In addition, the processor 220 is in communication with haptic output device 240 and haptic output device 280, and is further configured to output signals to cause haptic output device 240 or haptic output device 280, or both, to output one or more haptic effects. Furthermore, the processor 220 is in communication with speaker 270 and is configured to output signals to cause speaker 270 to output sounds. In various embodiments, the system 200 may comprise or be in communication with fewer or additional components or devices. For example, other user input devices such as a mouse or a keyboard, or both, or an additional touch-sensitive device may be comprised within the system 200 or be in communication with the system 200. As another example, system 200 may comprise and/or be in communication with one or more accelerometers, gyroscopes, digital compasses, and/or other sensors.

The housing 210 of the system 200 shown in FIG. 2 provides protection for at least some of the components of the system 200. For example, the housing 210 may be a plastic casing that protects the processor 220 and memory 230 from foreign articles such as rain. In some embodiments, the housing 210 protects the components in the housing 210 from damage if the system 200 is dropped by a user. The housing 210 can be made of any suitable material including but not limited to plastics, rubbers, or metals. Various embodiments may comprise different types of housings or a plurality of housings. For example, in some embodiments, the system 200 may be a portable device, hand-held device, toy, gaming console, hand-held video game system, gamepad, game controller, desktop computer, e-book reader, portable multimedia device such as a cell phone, smartphone, personal digital assistant (PDA), laptop, tablet computer, digital music player, etc. In other embodiments, the system 200 may be embedded in another device such as a wrist watch, other jewelry, gloves, etc. Thus, in embodiments, the system 200 is wearable.
In the embodiment shown in FIG. 2, haptic output devices 240 and 280 are in communication with the processor 220 and are configured to provide one or more haptic effects. For example, in one embodiment, when an actuation signal is provided to haptic output device 240, haptic output device 280, or both, by the processor 220, the respective haptic output device(s) 240, 280 outputs a haptic effect based on the actuation signal. For example, in the embodiment shown, the processor 220 is configured to transmit a haptic output signal to haptic output device 240 comprising an analog drive signal. In some embodiments, the processor 220 is configured to transmit a high-level command to haptic output device 280, wherein the command includes a command identifier and zero or more parameters to be used to generate an appropriate drive signal to cause the haptic output device 280 to output the haptic effect. In other embodiments, different signals and different signal types may be sent to each of one or more haptic output devices. For example, in some embodiments, a processor may transmit low-level drive signals to drive a haptic output device to output a haptic effect. Such a drive signal may be amplified by an amplifier or may be converted from a digital to an analog signal, or from an analog to a digital signal using suitable processors or circuitry to accommodate the particular haptic output device being driven.

In order to generate vibration effects, many devices utilize some type of actuator or haptic output device. Known haptic output devices used for this purpose include an electromagnetic actuator such as an Eccentric Rotating Mass ("ERM") in which an eccentric mass is moved by a motor, a Linear Resonant Actuator ("LRA") in which a mass attached to a spring is driven back and forth, or a "smart material" such as piezoelectric, electro-active polymers or shape memory alloys. Haptic output devices also broadly include other of a surface or a coefficient of friction of a surface. In an embodiment, one or more haptic effects are produced by creating electrostatic forces and/or ultrasonic forces that are used to change friction on a surface. In other embodiments, an array of transparent deforming elements may be used to produce a haptic effect, such as one or more areas comprising a smartgel. Haptic output devices also broadly include non-mechanical or non-vibratory devices such as those that use electrostatic friction (ESF), ultrasonic surface friction (USF), or those that induce acoustic radiation pressure with an ultrasonic haptic transducer, or those that use a haptic substrate and a flexible or deformable surface, or those that provide projected haptic output such as a puff of air using an air jet, and so on.

In FIG. 2, the communication interface 260 is in communication with the processor 220 and provides wired or wireless communications from the system 200 to other components or other devices. For example, the communication interface 260 may provide wireless communications between the system 200 and a communications network. In some embodiments, the communication interface 260 may provide communications to one or more other devices, such as another system 200 and/or one or more other devices.
such as a television, DVR, or other audio-visual component. The communication interface 260 can be any component or collection of components that enables the system 200 to communicate with another component, device, or network. For example, the communication interface 260 may comprise a PCI communication adapter, a USB network adapter, or an Ethernet adapter. The communication interface 260 may communicate using wireless Ethernet, including 802.11 a, g, b, or n standards. In one embodiment, the communication interface 260 can communicate using Radio Frequency (RF), Bluetooth, CDMA, TDMA, FDMA, GSM, Wi-Fi, satellite, or other cellular or wireless technology. In other embodiments, the communication interface 260 may communicate through a wired connection and may be in communication with one or more networks, such as Ethernet, token ring, USB, FireWire 1394, fiber optic, etc. In some embodiments, system 200 comprises a single communication interface 260. In other embodiments, system 200 comprises two, three, four, or more communication interfaces.

The embodiment shown in FIG. 2 also comprises a sensor 290, though some embodiments may comprise no sensors or a plurality of sensors. Additionally, the sensor 290 may be housed in the same component as the other components of the computing system or in a separate component. For example, in some embodiments, the processor, memory, and sensor are all comprised in a user device 200. On the other hand, in some embodiments, the sensor is placed in a component separate from another component that houses the memory and/or processor. For instance, a wearable sensor may be in communication with the processor and memory or a user device or wearable device via a wired or wireless connection. The sensor 290 is configured to sense an environmental factor, which can represent at least one of an ambient condition or a force applied to the sensor. Sensor 290 can comprise any number or type of sensing components. For example, sensor 290 may comprise an accelerometer or gyroscope. A non-limiting list of examples of sensors and environmental factors is provided below:

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Environmental Factor Sensed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerometer</td>
<td>Force in one, two, or three directions</td>
</tr>
<tr>
<td>Altimeter</td>
<td>Altitude</td>
</tr>
<tr>
<td>Thermometer</td>
<td>Ambient temperature; user body temperature</td>
</tr>
<tr>
<td>Heart rate monitor</td>
<td>Heart rate of device user</td>
</tr>
<tr>
<td>Skin resistance monitor</td>
<td>Skin resistance of device user</td>
</tr>
<tr>
<td>Oxygen sensor</td>
<td>Oxygen use of device user</td>
</tr>
<tr>
<td>Audio sensor</td>
<td>Ambient audio and/or audio generated</td>
</tr>
<tr>
<td>microphone</td>
<td>By device user</td>
</tr>
<tr>
<td>Photometer</td>
<td>Ambient light</td>
</tr>
<tr>
<td>IR/Photometer</td>
<td>User eye movement, position, body temperature</td>
</tr>
<tr>
<td>Hygrometer</td>
<td>Relative humidity</td>
</tr>
<tr>
<td>Speedometer</td>
<td>Velocity</td>
</tr>
<tr>
<td>Pedometer/odometer</td>
<td>Distance traveled</td>
</tr>
<tr>
<td>chronometer</td>
<td>Time of day, date</td>
</tr>
</tbody>
</table>

Environmental factors can include any of the environmental factors noted above or any other quantities representative of an ambient condition or force applied to or directed to the user device 200. Additionally, environmental factors may be evaluated directly from sensor data or may be processed by the device to derive other environmental factors. For example, acceleration data may be used to determine a device orientation, velocity and/or a pattern of motion. As a further example, physiological data such as heart rate, skin resistance, and other factors can be used to determine a physiological state of a device user (e.g., awake, stressed, asleep, REM sleep, etc.).

Referring now to FIG. 3, FIG. 3 shows a system for enhanced television interaction according to one embodiment. In the embodiment shown in FIG. 3, the television is configured to communicate with device 200 using the communications interface 340, such as to receive commands from the device 200 and to transmit notification signals to the device 200. The system of FIG. 3 includes a device 200 according to the embodiment shown in FIG. 2 and a television 310. In this embodiment, the television comprises a processor 320, a memory 330, a communications interface 340, a speaker 350, and a display screen 360. In some embodiments, the television 310 may also comprise, or be in communication with, one or more haptic output devices. The processor 320 is configured to execute software stored in memory 330, to receive content from the communications interface 340, to decode the content and transmit display signals to the display 360 and to transmit audio signals to the speaker 350. In addition, the processor 320 is configured to monitor content to identify one or more events associated with the content and to generate notifications and transmit notification signals using communication interface 340.

Communications interface 340 comprises at least one communications device, such as a television receiver, an HDMI receiver, a network connection (e.g., Ethernet, 802.11), or other communications interfaces, such as those discussed above with respect to the handheld device 200. In some embodiments, communications interface 340 may comprise a plurality of communications devices. For example, in one embodiment, communications interface 340 comprises an HDMI interface and an 802.11 interface. In one such an embodiment, the television 310 is configured to receive content from the HDMI interface and to transmit notification signals, such as to the device 200, using the 802.11 interface. Other embodiments may employ other suitable communications interfaces for connecting to or transmitting notification signals to device 200 or other devices, such as Bluetooth, infrared, or other wireless communications interfaces.

While FIG. 3 shows an embodiment comprising a television, in some embodiments, the system may comprise a different device, such as a DVR, DVD player, set-top box, computer, or other device capable of receiving streaming content and performing a part or the entirety of one or more methods according to this disclosure. In some such embodiments, the television may not be a smart television, or may not be configured appropriately to perform methods according to this disclosure. In some embodiments, the television 310 may be incorporated into the user device 200. For example, in one embodiment, device 200 may be configured to receive television broadcasts or other streaming content, such as from the Internet. Referring now to FIG. 4A, FIG. 4A shows a system for enhanced television interaction according to one embodiment. In the embodiment shown in FIG. 4A, a smart television 310 is in communication via a Bluetooth connection with a user device 200, which is a tablet computer in this embodiment, though, as discussed above, it may be any other suitable user device, such as a smartphone, laptop computer, etc. While displaying content to the user, the television 310 monitors the received content stream and detects that an advertisement is playing. In this embodiment, the content includes metadata indicating that the content is
an advertisement and that the advertisement is for a vacation package to the Caribbean. The smart television determines that the current viewer has been searching vacation related topics in the past week. The smart television then transmits a notification signal associated with the advertisement to the user device 200. In this embodiment, the notification signal comprises a haptic signal, though in some embodiments, the notification signal comprises a haptic signal and video signal to cause both a haptic effect and a display indicating that a commercial regarding a Caribbean vacation is provided on the screen. If the user taps or clicks on the displayed information, the television unmutes the advertisement to allow the user to hear the advertisement. In some embodiments, the notification signal may comprise a haptic effect and a link to the website associated with the displayed advertisement. Thus, if the user taps or clicks on the displayed information, the television unmutes the advertisement, and the user’s device navigates to the website associated with the link.

FIG. 4B shows another embodiment of a system for enhanced television interaction according to this disclosure. In this embodiment, the user is interacting with her tablet computer while watching a television program on the smart television 310. While the television is receiving streaming content, it determines information about the television program that is being watched and also detects that one of the user’s friends is also watching the program based on information provided by the friend on a social networking website. The smart television 310 generates and transmits a notification signal to the user’s device 200 to cause a haptic effect and to provide a message that the user’s friend is also watching the same television program. In this scenario, the user may be focused on the television and thus, the smart television transmits the notification signal to draw the user’s attention to secondary information displayed on the user’s tablet device 200. The user then can see that her friend is watching the same television show and is presented with options to send the friend a message or to update her status on the social networking website to indicate that she is also watching the television program. Thus, the smart television 310 is able to engage the user both with the television program, but also with the user’s friends who may also be watching at the same time to allow them to message in real time, or simply to discuss the program the next time they meet in person. Other types of secondary information may be provided in a notification signal as well, such as links to web pages, product pages, video clips, character or cast information, review information, or other information that is associated with the content displayed on the television 310. Such secondary information may be embedded within the content itself, or may be identified by the smart television, or other device, and provided in one or more notification signals.

FIG. 4C shows a further example embodiment of a system for enhanced television interaction according to the present disclosure. In the embodiment shown in FIG. 4C, a smart television receives and displays streaming content, such as a television broadcast. During the broadcast, program segments may be separated by periods of advertisements. In some cases, a user may record such a television program for replay at a later time. During replay, the user may desire to fast forward through one or more advertisements that were recorded along with the television program. As the user begins to fast forward through the advertisements, the smart television (or in some cases the DVR or other equipment) may monitor the content as it is being fast forward to detect when an advertisement ends or when television programming resumes.

In the embodiment shown in FIG. 4C, as each advertisement ends, the smart television generates and transmits a notification signal to the user’s device. The smart television determines characteristics of the notification signal based on whether an advertisement is followed by another advertisement or by the television programming. In cases where one advertisement is concluding and is followed by another advertisement, the smart television may generate and transmit notification signals having low intensity haptic signals. However, in the case where an advertisement is followed by the resumption of the television program, the smart television may generate and transmit a notification signal having a distinct haptic effect, such as a high intensity haptic effect, or a haptic effect with multiple repeating effects of increasing intensity.

In the embodiment shown in FIG. 4C, the smart television determines notification signals in real-time as the content is streamed, though in some embodiments, notification signals may be determined when a television program is recorded to a DVR (or other suitable recording device) and may be embedded within or associated with the recorded television program. Thus, when the program is later played back, the previously-generated notification signals may simply be output to the user’s device. In some embodiments, notification signals may be applied to a program after it is recorded, such as by a digital video recorder device. In one embodiment, the DVR may process a recorded show to identify boundaries between each advertisement as well as between advertisements and the television program. In addition, the DVR may identify advertisements having particular relevance to the user and apply different notification signals to such advertisements, thus providing a customized notification experience for the user.

Reference is made throughout this specification to “notification signals.” No particular function or intent should be ascribed to the modifier “notification.” Instead, “notification signal” is a convenient label to differentiate from other types of signals referred to in this specification. The term “notification signal” is intended to be read broadly and to encompass, for example, any signal carrying information related to events or other occurrences within, or portions of, content, or information related to or associated with content. Further, “notification signals” need not be signals triggered by any particular type of event or occurrence. Rather, the “notification signals” may simply correspond to a portion of the content having haptic information, as opposed to audio or video information.

In some embodiments discussed above, notification signals may be generated and transmitted to a user device 200 to affect the user’s attention to provide additional, secondary information associated with content displayed on the television 310 or the device 200, such as to change the user’s focus from her device 200 to the television 310, or from the television 310 to the device. Some embodiments, however, may provide effects intended to enhance the content displayed on the television. For example, in some embodiments, the television (or other device) may generate and transmit signals to the user’s device 200 to provide a more immersive experience.

Referring now to FIG. 4D, FIG. 4D shows an example system for enhanced television interaction according to the present disclosure. In the embodiment shown in FIG. 4D, a viewer is watching a movie on a television 310. As the movie plays, various scenes having different themes and
moods are played. To provide an enhanced viewing experience, the streaming content has haptic information embedded within it that is associated with different scenes or events within the movie. As the movie is received as streaming content, the embedded haptic information is identified and extracted. A notification signal comprising some or all of the haptic information is then generated and transmitted to the device 200 to cause the haptic effect. As can be seen in FIG. 4D, a suspenseful scene in the movie may have an associated haptic signal, which may be transmitted to the user's device 200 to provide a haptic effect to add additional tension to the scene. Later, upon transition to a scene having a significant surprising event, the television may receive haptic information associated with the event and generate and transmit a notification signal to the user's device. Such a notification signal may cause a high intensity haptic effect to amplify the sense of surprise in the scene. And later in the movie during a chase scene, the television may receive further haptic information associated with the movie. For example, haptic effects associated with portions of the chase scene may cause the television to generate and transmit one or more notification signals to the user's device to coincide with events occurring during the chase scene, such as the sudden appearance of an obstacle or enemy, a slow-motion jump over a chasm, or other event. Thus, the embodiment shown in FIG. 4D may provide an enhanced viewing experience by supplementing the visual and audio portions of the movie with tactile or haptic sensations.

A number of embodiments discussed herein have been discussed in the context of a single user viewing content and interacting with a user device. However, the disclosure is not limited to a single user or a single user device. Rather, embodiments may comprise multiple users or multiple user devices 200, and may further include multiple display devices 310. In some such embodiments, users may be provided with different notification signals. For example, users may have differing preferences regarding the types of effects they receive, or may specify different intensity levels for applied effects. Further, in some embodiments, a user's location relative to a display screen may affect the types or contents of notification signals. For example, users located to the left side of a display 310 may receive different effects, or different intensities for effects, than those located on the right side of the screen. In one embodiment, users located on the left side of the screen may receive higher intensity effects associated with events occurring on the left side of the screen, and lesser intensity effects associated with events occurring on the right side of the screen. Similarly, users located further away from the screen may receive lower intensity effects than those closer to the screen. In some embodiments, users may receive different secondary information associated with content on the screen based upon user preferences or profile information about the user, such as age, sex, education level, income, etc. In some embodiments, the user may view differing secondary information on a separate display screen, such as on their respective user device or in a wearable device, and thus different haptic effects may be provided to correspond to the secondary information for each particular user.

Referring now to FIG. 5, FIG. 5 shows a device for enhanced television interaction according to one embodiment. As can be seen in FIG. 5, a user may watch television in a variety of postures based on their focus. As noted above, the television may transmit notification signals to signal the user to shift their focus from the television to the user's device, or the reverse. In embodiments in which the user device 200 comprises the television 310 device, the user's focus may be determined based on whether a display window displaying streaming content is in the foreground or in the background in the user interface. Embodiments according to this disclosure may obtain additional information regarding a user's focus based on the user's posture or the position of device. In some embodiments, a user device 200 may include one or more sensors capable of sensing the position or orientation of the device, or the type of contact or grip used to hold the device. In one such embodiment, the device may comprise a sensor, such as an accelerometer or a camera, capable of sensing an orientation of the device or whether the user is looking at the device from which the device may infer a user's focus on the device.

As may be seen in FIG. 5, when a user is watching the television, the user may have a relaxed posture, where she is leaning back in a chair or sofa and may be holding her device such that the screen of the device is angled downward or at an angle substantially halfway between horizontal and vertical, indicating that the user is not focused on the device. In such an embodiment, the television may receive information from the device indicating the user's probable focus on the television, which may cause the television to generate notification signals associated with events that are configured to draw the user's attention to the user device. In contrast, if the user's posture or the orientation of the device indicates that the user is likely focused on the device, the television may tend to generate notification signals intended to draw the user's focus to the television.

In some embodiments, the device may also reconfigure its user interface into a simpler user interface having fewer commands with larger areas on the screen. For example, in one embodiment, the user's device is configured to operate as a remote control for the television. In such an embodiment, when the device determines that the user is likely not focused on the device, is or is only partially focused on the device, the user interface may change to display a reduced set of controls (e.g. user interface 510), such that the user need not closely examine the device or use fine movements to effectuate a particular action. However, if the user changes posture or grip, the user interface may change to provide a greater number of controls or more intricate user interface capabilities, such as may be seen in user interface 530. For example, if the user is holding the device in two hands in a horizontal orientation, the device may determine that the user is highly focused on the device and may provide a more detailed user interface, such as providing additional options or a graphical keyboard or number pad for accepting user input.

While embodiments may provide a rearrangement of a user interface based on the user's detected posture, in some embodiments, the user interface based on a user's usage pattern of a device. For example, if a user frequently watches channel 31, the user interface may incorporate a button to quickly change the channel to channel 31. Or in some embodiments, if the user rarely or never uses a particular features, such as a mute button or rarely changes the input source for the television, such buttons may be reduced in size, or moved onto a secondary screen of the user interface, such that the most frequently used controls are both presented on the primary user interface screen and sized such that they are easily identifiable and usable. In some embodiments, certain preferences associated with a user may be stored by the device. For example, if the user frequently watches one or more television programs, that information may be stored on the device such that if the user arrives in a new location, the device is able to determine the local television channels and present controls to the user to allow...
the user to quickly navigate to the user’s favorite television shows, without needing to learn a new channel arrangement. In some embodiments, the device may provide a display of a guide control that provides information regarding the local playtimes of the user’s favorite shows, thus allowing the user to learn and accommodate a different programming schedule.

In addition to, or instead of, modifying the visual appearance of the user interface, some embodiments may modify haptic effects associated with the user interface. For example, haptic effects may be added to certain user interface elements, such as buttons, as to frequently used buttons, which may allow a user to use the user interface without looking at it, or to warn the user before using an infrequently used interface element. In one embodiment, frequently used buttons or interface elements may be associated with haptic effects having stronger effects, while infrequently used buttons may have weak or no associated haptic effects.

In some embodiments, the user interface may also adjust to accommodate the user’s preferred methods of performing certain tasks. For example, in one embodiment, the user may frequently issue voice commands to the device. Thus, the device may incorporate such voice commands with traditional input controls. For example, the user may dislike using the keyboard on the device and speak the name of a desired program to watch and press a channel change button. The device may then interpret the user’s input to indicate that the user wishes to watch the program and then issue commands to the television or other device to power the device on (if it is not already) and to change the channel to the desired program.

By allowing the user interface to evolve and incorporate user preference information, the user may have an easier time adjusting to different locations or display devices. For example, the user may not need to research channel and guide information in different locations (e.g. if the user is a frequent traveler), or need to learn different remote controls or control interfaces for different devices.

Referring now to FIG. 6, FIG. 6 shows a method for enhanced television interaction according to one embodiment. FIG. 6 is described with respect to a software application executed by the device 200 shown in FIG. 2; however, the methods disclosed herein are not limited to execution by only the device shown in FIG. 2, but rather may be executed by any suitable electronic system.

The embodiment shown in FIG. 6 begins in block 602 when the processor 200 receives notification information. In the embodiment shown in FIG. 6, the notification information indicates an event associated with video content displayed by a television device 310 and includes an indication of a haptic effect to be output by the device 200. For example, in one embodiment, the notification signal comprises a high-level signal, such as a signal that includes an identifier of a preinstalled haptic effect on the user’s device. Upon receipt of the identifier, the user device may identify the pre-installed haptic effect and generate the corresponding haptic effect. In some embodiments, the notification signal may comprise additional parameters, such as a duration, a magnitude, a frequency, an envelope describing characteristics of a haptic effect, a degree of freedom, a direction, a particular haptic output device to be used, an effect type (e.g. vibration, deformation, frictional, etc.), or other parameter associated with one or more haptic effects. In some embodiments, the notification signal may comprise low level haptic information, such as a waveform or parameters of a mathematical function describing the haptic effect to be generated. After the processor 200 has received the notification signal, the method proceeds to block 604.

In block 604, the processor determines a haptic effect associated with the notification information. For example, in one embodiment, the processor 220 receives notification comprising an identifier of a pre-installed haptic effect. The processor extracts the identifier from the notification and accesses haptic effect information associated with the identifier. For example, the haptic effect information may be stored in a computer-readable medium within the device, such as on a flash memory device. In some embodiments, the identifier may comprise a uniform resource locator (URL) indicating a location on a remote device where the haptic effect information may be found and retrieved.

Further embodiments may comprise both an identifier and haptic effect information to be used to generate a haptic effect. In one such embodiment, such a notification may be used to both generate a haptic effect and to temporarily or permanently install a haptic effect on the device for later reuse. For example, a television series may have one or more haptic effects associated with it that may be installed onto a user’s device by the smart television and, after the effects, or library of effects, have been installed on the user’s device, the television may subsequently refer to effects by identifier rather than re-transmitting the haptic effect information. In some embodiments, if a haptic identifier indicates a haptic effect that is not installed on the device, the device may transmit a signal to the television requesting the haptic effect information associated with the identifier, which may cause the television to provide the haptic effect information or to provide a URL from which the haptic effect information, or library of haptic effect information may be retrieved and installed. For example, a user who enjoys a particular television series may have the series’ haptic library installed on her device the first time she watches a show in the series. After haptic effect has been determined, the method proceeds to block 606.

In block 606, the processor 220 generates and transmits a haptic signal to a haptic output device, such as haptic output device 240, the haptic signal configured to cause the haptic output device to output the haptic effect. For example, after retrieving haptic effect information associated with a notification signal, the processor may generate a haptic signal based on parameters from the haptic information, such as frequency, duration, magnitude, etc. In some embodiments, the processor 220 may generate a haptic signal identifying a haptic effect already installed within a haptic output device such that the processor 220 need only identify the desired haptic effect to output. After generating the haptic signal, the processor 220 transmit the signal to the haptic output device to cause the haptic output device to output the haptic effect. After the processor 220 transmits the haptic signal, the method concludes, or it may return to either of blocks 602 or 604 to receive further notification signals, or to determine additional haptic effects, such as in the case where a notification signal comprises information associated with multiple haptic effects.

Referring now to FIG. 7, FIG. 7 shows a method for enhanced television interaction according to one embodiment. FIG. 7 is described with respect to a software application executed by the television 310 shown in FIG. 3; however, the methods disclosed herein are not limited to execution by only the television 310 shown in FIG. 3, but rather may be executed by any suitable electronic system.

The method of FIG. 7 begins in block 702 when the television 310 monitors a content stream received by the television where the content stream comprises video and
audio data to be displayed by a television device. For example, in one embodiment, the television 310 is configured to receive a digital content stream comprising multimedia content by analyze data associated with the content stream to identify haptic information or other metadata associated with the content stream. In some embodiments, a content stream may comprise a television program, movie, advertisement, or other audio, visual, or multimedia content that has had additional information associated with it prior to transmission from the content provider. For example, information associated with a content stream may indicate the presence of a particular event, such as a rocket blasting off or an explosion, or a sequence of events, such as a chase scene. In such an embodiment, the television 310 may be configured to monitor a content stream for such information, such as for the information itself or an indicator indicating the presence of such content. In some embodiments, a content stream may have been originally produced with haptic information, in which case, the television 310 may monitor the content stream for an indicator indicating the presence of such haptic information, or may simply monitor for the haptic information.

In some embodiments, content may not comprise any haptic information. In one such embodiment, the television 310 may monitor the content stream for audio or video characteristic that might indicate certain events. For example, the television 310 may comprise one or more audio recognition components to identify certain audio events, such as running engines, creaking floorboards, screeching tires, suspenseful music, screaming or yelling, fighting, whispered speech, or other audio characteristics that may indicate one or more events occurring within the content. In some embodiments, the television 310 may be configured to monitor a content stream to identify, recognize, and analyze speech within a content stream. In some embodiments, the television 310 may be configured to recognize certain video information, such as planes, trains, cars, boats, beaches, explosions, fires, etc., or to learn to recognize people that appear frequently appear within video content, or have information to allow recognition of prominent actors, which may allow the television to recognize main characters within the content. While monitoring a content stream, the method proceeds to block 704.

In block 704, the television 310 detects an event within the content stream. For example, while monitoring the content stream, in one embodiment, the television may detect an event by identifying certain information associated with the content stream. For example, as discussed above, information associated with a content stream may indicate the occurrence of an event, such as an explosion or a car accident. In some embodiments, an event may occur during a very brief period of time, such as during a single frame of video or over a period of a second or two, while in some embodiments, an event may span a significant amount of time or an entire scene (or scenes) within a content stream, such as a scene on a ship or in an airplane, where an event such as a running engine may be detected. In some embodiments, the television 310 may detect that an advertisement has interrupted a television program or that the content stream includes a featured product associated with an advertisement. For example, in one embodiment, the content stream may have associated information indicating an advertisement associated with a particular scene in a content stream, and the television 310 may detect that an advertising event has occurred.

In some embodiments, the television 310 may be configured to detect an event based on recognized audio or video. As discussed above, the television 310 may be configured to identify certain audio or video information, such as certain sounds or images. Further, in some embodiments, the television 310 may recognize events based on a correspondence between certain audio information and certain video information. For example, if the television detects a cracking floorboard and a darkened scene with a human silhouette, the television may determine a scary scene is occurring. In another embodiment, if the television detects the sound of a wave crashing and detects video of a beach, the television may determine that a relaxing scene is occurring. After detecting an event, the method proceeds to block 706.

In block 706, the television 310 generates and transmits a notification signal comprising a haptic signal. The haptic signal, in this embodiment, comprises an identification of a haptic effect to be output and a magnitude and duration of the effect to be output. In some embodiments, however, the haptic signal may comprise waveform information describing the effect to be output, or spatial information indicating a region on a device to which a frictional or deformation effect is to be applied, as well as information regarding tactile characteristics of a frictional or deformation effect that is to be applied. In some embodiments, a plurality of haptic effects may be incorporated within a notification signal, or a notification signal may transmit one or more haptic effects to be stored on the device 200 for later access. For example, as discussed above, a television series may have a certain set of haptic effect associated with it. If the television 310 detects that an episode of the television program is beginning, the television 310 may generate and transmit a notification signal to the device requesting information regarding whether the device has the haptic effect library associated with the television program stored within its memory. If the device responds negatively, the television 310 may generate and transmit a notification signal comprising part or all of the set of haptic effects, or it may comprise a URL of a location from which the haptic effect library may be accessed or retrieved.

In some embodiments, a notification signal may comprise information that complements or enhances content being displayed by the television. For example, in one embodiment, the television may generate and transmit a notification signal comprising a haptic effect that is configured to enhance the suspense in a scene, such as by providing a subtle vibration to the device associated with a person moving through a darkened house and then providing a sharp jolting effect when the villain appears in a doorway. In some embodiments, the notification signal may comprise a haptic signal configured to generate a haptic effect associated with an ambient condition within the content stream, such as a car engine or a boat sailing through rough water.

In some embodiments, a generated notification signal may comprise a URL of a haptic effect to be output, or of an advertisement to be displayed. For example, as discussed above, the television 310 may detect an event associated with an advertisement or with a product shown within a content stream. After detecting such an event, the television 310 may generate and transmit a notification signal comprising advertisement information. For example, in one embodiment, the notification signal may comprise a URL to a product’s website, or the notification signal may comprise an advertisement or coupon to be displayed on the user’s device. In some embodiments, the notification signal may comprise a haptic effect configured to draw the user’s attention to advertisement displayed on the user’s device.
After (or while) generating and transmitting the notification signal, the method may return to block 702 and the television may continue to monitor the content stream.

While the method of FIG. 7 was described with respect to a television 310 monitoring a content stream, any other suitable device that has access to a content stream may perform the method. For example, a set top box from a cable company, a DVD player, a device that streams content from a content provider (e.g., Netflix®), etc. Such devices may perform such a method in addition to, or instead of, the television 310.

Referring now to FIG. 8, FIG. 8 shows a method for enhanced television interaction according to one embodiment. FIG. 8 is described with respect to a software application executed by the device 200 shown in FIG. 2; however, the methods disclosed herein are not limited to execution by only the device 200 shown in FIG. 3, but rather may be executed by any suitable electronic system.

The method of FIG. 8 begins in block 802 where the device determines a user preference. In some embodiments, the user may be able to directly provide user preferences, such as by configuring the arrangement of controls on one or more displayed user interfaces, or by creating one or more profiles associated with different users. Further, the user may be able to provide user preference information relating to different contexts, such as if the user is watching television or a movie, or if the user is focused on the device 200 or is not focused on the device 200 or is not holding the device 200. For example, in one embodiment, the device determines that the user prefers to see detailed information regarding the program the user is watching and to have basic controls available, such as channel and volume controls, or video playback controls (e.g., play, pause, rewind, etc.). One such embodiment may be seen in FIG. 5. However, user preference information may also comprise information related to the user’s focus on the device. For example, as discussed above with respect to FIG. 5, the user may prefer that when the user is focused on watching content on a television 310, the device should only display a minimal set of controls with large buttons. As may be seen in FIG. 5, only a small set of basic controls is displayed when the user is reclining while watching television 310 or while the user is watching television 310 and not in physical contact with the device 200.

In some embodiments, the device 200 may determine that the user rarely changes a video source on a television and only uses volume controls associated with a separate audio/visual receiver device. In one such embodiment, the device 200 may determine that the video source selector control should not be displayed on the primary interface screen, but should only be available through a menu of options available if the user swipes the primary screen to present a secondary (or tertiary, or other) set of controls. In addition, the device may select controls that initiate commands to a television 310, but only select volume controls that initiate commands to the A/V receiver, while not displaying volume controls for the television 310. In some embodiments, the device may determine that the user prefers to hold the device in her right hand and thus, controls should be arranged to accommodate a right-handed grip on the device.

In some embodiments, the device may determine a user preference based on sensed information about the device. For example, in some embodiments, the device 200 may comprise one or more sensors 290 capable of sensing an orientation or movement of the device, or whether the device is being grasped or not. Such sensor information may be used to determine an applicable user preference. For example, if a device determines that it is not being grasped by a user based on sensor information, the device may determine a first set of user preferences. If the device later receives a sensor signal indicating the device is being grasped, the device may determine a second set of user preferences is applicable. Still further sets of user preferences may be determined based on other sensed information, such as an orientation that indicates that the user is focused on the device as may be seen in FIG. 5. After determining the user’s preferences, the method proceeds to block 804.

In block 804, the device 200 displays the user interface. For example, after determining the user’s preferences, the device displays the controls having a certain sizes and at location determined to correspond to the user’s preference. In the embodiment shown in FIG. 5, two different displayed user interfaces are provided. The first interface 510, corresponds to a determined user preference associated with the user not contacting the device, or holding the device in a way that indicates that the user is not focused on the device. The device may also display non-visual information, such as an audio effect or a haptic effect that a user interface configuration has changed based on the user’s preferences. For example, if the user stops focusing on the device, and relaxes to watch a television program, the device may reconfigure the displayed interface according to the user’s preferences and may provide an audio or haptic effect to notify the user of the changed interface. After displaying the user interface, the method proceeds to block 806.

In block 806, the device 806 determines a usage pattern of the device or the user interface. For example, the device may monitor the user’s use of one or more controls displayed on the device. For example, if a user frequently uses a particular control, the device may increase a weighting score associated with the control. Or, if the user frequently watches particular programs or applies particular volume settings, the device may store information associated with such usage patterns. In one embodiments, the device may monitor other applications the user uses while watching content on television, such as a web browsing application or an application that provides information about actors, plot summaries, or reviews. In some embodiments, the device may monitor sensed information to determine usage patterns. For example, in one embodiment, the device may monitor an orientation of the device while the user watches content displayed on a television to learn whether a user is focusing on the device or the television. After determining a usage pattern, the method proceeds to block 808.

In block 808, the device modifies the user interface. For example, in one embodiment, the device 200 modifies the user interface by adding or removing controls within the user interface. In one embodiment, the device 200 determines that the user frequently accesses an application installed on the device 200 to retrieve detailed information about the casts of various shows or movies. The device 200 modifies the user interface to include a control to allow the user to quickly access the application. In one embodiment, the device 200 determines that the user usually sets the volume to a particular setting when viewing content, thus the device 200 re-sizes a volume control that would be used to adjust the volume to the desired level. For example, if the current volume is below the user’s typical desired level, the user interface may be modified to increase the size of the “volume up” control to allow the user to easily increase the volume to the typical level. As discussed above, in some embodiments, the device 200 may modify the user interface by displaying an alternate user interface or by modifying or changing haptic effects associated with interface elements.
For example, as discussed above with respect to FIG. 5, the device may display a different user interface depending on the user’s detected focus on the device. If the user is focused on the device, the device 200 may display a first user interface (e.g., interface 520), while if the user is not focused on the device, the device 200 may display a second user interface (e.g., interface 510). In some embodiments, the device may reduce the intensity of haptic effects if the device determines that the user is focused on the device, while increasing the intensity of haptic effects if the user is not focused on the device. In some embodiments, a device may apply frictional effects to certain buttons or interface elements if the user is not focused on the device to aid the user in locating such buttons or elements without the need for visual cues. Further, in some embodiments, the user may frequently press a “fast forward” button three times to reach a maximum “fast forward” speed. In one embodiment, the device may modify the user interface to only require the user to press the fast forward button once to reach maximum speed, but provide three haptic effects to indicate that maximum speed is being used. After modifying the user interface, the method may return to block 802, such as if the user changes user preference information, or the method may return to block 804 to display the modified user interface.

While the methods and systems herein are described in terms of software executing on various machines, the methods and systems may also be implemented as specifically-configured hardware, such as field-programmable gate array (FPGA) specifically to execute the various methods. For example, embodiments can be implemented in digital electronic circuitry, or in computer hardware, firmware, software, or in a combination thereof. In one embodiment, a device may comprise a processor or processors. The processor comprises a computer-readable medium, such as a random access memory (RAM) coupled to the processor. The processor executes computer-executable program instructions stored in memory, such as executing one or more computer programs for editing an image. Such processors may comprise a microprocessor, a digital signal processor (DSP), an application-specific integrated circuit (ASIC), field programmable gate arrays (FPGAs), and state machines. Such processors may further comprise programmable electronic devices such as PLCs, programmable interrupt controllers (PICs), programmable logic devices (PLDs), programmable read-only memories (PROMs), electronically programmable read-only memories (EPROMs or EEPROMs), or other similar devices.

Such processors may comprise, or may be in communication with, media, for example computer-readable media, that may store instructions that, when executed by the processor, can cause the processor to perform the steps described herein as carried out, or assisted, by a processor. Embodiments of computer-readable media may comprise, but are not limited to, an electronic, optical, magnetic, or other storage device capable of providing a processor, such as the processor in a web server, with computer-readable instructions. Other examples of media comprise, but are not limited to, a floppy disk, CD-ROM, magnetic disk, memory chip, ROM, RAM, ASIC, configured processor, all optical media, all magnetic tape or other magnetic media, or any other medium from which a computer processor can read. The processor, and the processing, described may be in one or more structures, and may be dispersed through one or more structures. The processor may comprise code for carrying out one or more of the methods (or parts of methods) described herein.

The foregoing description of some embodiments of the invention has been presented only for the purpose of illustration and description and is not intended to be exhaustive or to limit the invention to the precise forms disclosed. Numerous modifications and adaptations thereof will be apparent to those skilled in the art without departing from the spirit and scope of the invention.

Reference herein to “one embodiment” or “an embodiment” means that a particular feature, structure, operation, or other characteristic described in connection with the embodiment may be included in at least one implementation of the invention. The invention is not restricted to the particular embodiments described as such. The appearance of the phrase “in one embodiment” or “in an embodiment” in various places in the specification does not necessarily refer to the same embodiment. Any particular feature, structure, operation, or other characteristic described in this specification in relation to “one embodiment” may be combined with other features, structures, operations, or other characteristics described in respect of any other embodiment.

That which is claimed is:
1. A method comprising:
   receiving, by a secondary device and from a television system component, a query signal requesting information regarding whether a haptic effect library associated with a particular television program is installed on the secondary device, wherein the query signal is transmitted from the television system component in response to detecting that the particular television program is being watched for a first time;
   in response to receiving the query signal, transmitting, by the secondary device, a signal to the television system component indicating that the haptic effect library is not installed;
   after transmitting the signal to the television system component, receiving by the secondary device and from the television system component, haptic effect data configured to be used by the secondary device to install the haptic effect library on the secondary device;
   in response to receiving the haptic effect data, installing, by the secondary device, the haptic effect library using the haptic effect data;
   receiving a notification signal, by the secondary device and from the television system component, the notification signal comprising notification information indicating an event associated with the particular television program;
   determining, by the secondary device, a haptic effect within the haptic effect library and associated with the notification information; and
   generating and transmitting, by the secondary device, a haptic signal to a haptic output device, the haptic signal configured to cause the haptic output device to output the haptic effect.
2. The method of claim 1, further comprising:
   generating and transmitting a video signal to a display device positioned on the secondary device.
3. The method of claim 1, further comprising:
   receiving secondary information that is associated with the particular television program; monitoring the secondary information; detecting another event associated with the secondary information; and
   based on detecting the other event, generating and transmitting a second haptic signal to the haptic output
device, the second haptic signal configured to cause the haptic output device to output the haptic effect.
4. The method of claim 1, further comprising receiving an input from an input device, and wherein the input comprises a sensed physiological condition of a user and the haptic signal is based on the sensed physiological condition.
5. The method of claim 1, wherein the haptic signal is based on information associated with video content and information from a social networking account.
6. The method of claim 1, wherein the notification information comprises information associated with a status of a user of a social networking site and video content.
7. The method of claim 1, further comprising generating and transmitting an audio signal to a speaker, the audio signal based on the notification information.
8. The method of claim 1, wherein:
the haptic effect data comprises a uniform resource locator (URL); and
installing the haptic effect library using the haptic effect data comprises downloading the haptic effect library from a remote device using the URL and temporarily installing the haptic effect library.
9. The method of claim 8, wherein the notification signal comprises:
the haptic effect data configured to be used to install the haptic effect library; and
the notification information indicating the event associated with the particular television program.
10. The method of claim 1, wherein the secondary device comprises a wearable device.
11. The method of claim 1, wherein the television system component comprises a television, a digital video recorder (DVR), a digital video disc (DVD) player, or a set-top box.
12. A method comprising:
detecting, by a television system component, that a particular television program is being watched for a first time;
in response to detecting that the particular television program is being watched for the first time, transmitting, by the television system component, a query signal to a secondary device requesting information regarding whether a haptic effect library associated with the particular television program is installed on the secondary device;
after transmitting the query signal, receiving, by the television system component and from the secondary device, a signal indicating that the haptic effect library is not installed on the secondary device;
in response to receiving the signal indicating that the haptic effect library is not installed, transmitting, by the television system component and to the secondary device, haptic effect data configured to be used by the secondary device to install the haptic effect library on the secondary device;
monitoring, by the television system component, a content stream comprising video data and audio data associated with the particular television program;
detecting, by the television system component, an event within the content stream; and
generating and transmitting, by the television system component, a notification signal associated with the event to the secondary device, notification signal configured to cause the secondary device to use the haptic effect library to determine a haptic effect to output.
13. The method of claim 12, further comprising transmitting secondary information to the secondary device, the secondary information associated with the content stream and configured to be visually displayed by the secondary device.
14. The method of claim 12, wherein the secondary device comprises a smartphone or a remote control.
15. The method of claim 12, wherein the notification signal comprises a haptic effect or an audio effect.
16. The method of claim 12, wherein the notification signal comprises a first notification signal that is configured to cause a first secondary device to output a first haptic effect and a second notification signal that is configured to cause a second secondary device to output a second haptic effect that is different from the first haptic effect.
17. The method of claim 16, wherein the first secondary device is configured to control the television system component and the first haptic effect is configured to prompt a user to take action.
18. The method of claim 12, wherein detecting the event within the content stream comprises:
analyzing the audio data to detect the occurrence of the event; or
analyzing the video data to detect the occurrence of the event.
19. The method of claim 12, wherein detecting the event within the content stream comprises determining a correspondence between the audio data and the video data.
20. The method of claim 12, wherein the content stream comprises a primary program, and the event is not associated with the interruption of the primary program.
21. A non-transitory computer-readable medium comprising program code configured to be executed by a processor of a secondary device to cause the processor to:
receive, from a television system component, a query signal requesting information regarding whether a haptic effect library associated with a particular television program is installed on the secondary device, wherein the query signal is transmitted from the television system component in response to detecting that the particular television program is being watched for a first time;
in response to receiving the query signal, transmit a signal to the television system component indicating that the haptic effect library is not installed on the secondary device;
after transmitting the signal to the television system component, receive from the television system component haptic effect data configured to be used by the secondary device to install the haptic effect library on the secondary device;
in response to receiving the haptic effect data, install the haptic effect library using the haptic effect data;
receive a notification signal from the television system component and comprising notification information indicating an event associated with the particular television program;
determine a haptic effect within the haptic effect library and associated with the notification information; and
generate and transmit a haptic signal to a haptic output device, the haptic signal configured to cause the haptic output device to output the haptic effect.
22. The non-transitory computer-readable medium of claim 21, further comprising program code configured to cause the processor to:
generate and transmit a video signal to a display device of the secondary device.
23. The non-transitory computer-readable medium of claim 21, further comprising program code configured to cause the processor to:

receive secondary information that is associated with the particular television program;
detect another event associated with the secondary information; and
based on detecting the other event, generate and transmit a second haptic signal to the haptic output device, the second haptic signal configured to cause the haptic output device to output the haptic effect.

24. The non-transitory computer-readable medium of claim 21, further comprising program code configured to cause the processor to receive an input from an input device, and wherein the input comprises a sensed physiological condition of a user and the haptic signal is based on the sensed physiological condition.

25. The non-transitory computer-readable medium of claim 21, wherein the haptic signal is based on information associated with video content and information from a social networking account.

26. The non-transitory computer-readable medium of claim 21, wherein the notification information comprises information associated with a status of a user of a social networking site and video content.

27. The non-transitory computer-readable medium of claim 21, further comprising program code configured to cause the processor to generate and transmit an audio signal to a speaker, the audio signal based on the notification information.

28. A non-transitory computer-readable medium comprising program code configured to be executed by a processor of a television system component to cause the processor to:
detect that a particular television program is being watched for the first time;
in response to detecting that the particular television program is being watched for the first time, transmit a query signal to a secondary device requesting information regarding whether a haptic effect library associated with the particular television program is installed on the secondary device;
after transmitting the query signal, receive from the secondary device a signal indicating that the haptic effect library is not installed on the secondary device;
in response to receiving the signal indicating that the haptic effect library is not installed, transmit to the secondary device haptic effect data configured to be used by the secondary device to install the haptic effect library on the secondary device;
monitor a content stream comprising video and audio data associated with the particular television program;
detect an event within the content stream; and
generate and transmit a notification signal associated with the event to the secondary device, the notification signal configured to cause the secondary device to use the haptic effect library to determine a haptic effect to output.

29. The non-transitory computer-readable medium of claim 28, further comprising program code configured to cause the processor to transmit secondary information to the secondary device, the secondary information associated with the content stream and configured to be visually displayed by the secondary device.

30. The non-transitory computer-readable medium of claim 28, wherein the secondary device comprises a smartphone or a remote control.

31. The non-transitory computer-readable medium of claim 28, wherein the notification signal comprises the haptic effect or an audio effect.

32. A method comprising:
detecting, by a computing device, that particular video data is being watched for a first time;
in response to detecting that the particular video data is being watched for the first time, transmitting, by the computing device, a query signal to a secondary device requesting information regarding whether a haptic effect library associated with particular video data is installed on the secondary device;
after transmitting the query signal, receiving, by the computing device and from the secondary device, a signal indicating that the haptic effect library is not installed on the secondary device;
in response to receiving the signal indicating that the haptic effect library is not installed, transmitting, by the computing device and to the secondary device, haptic effect data configured to be used by the secondary device to install the haptic effect library on the secondary device;
receiving, by the computing device, a content stream comprising the particular video data, audio data, and event data;
monitoring, by the computing device, the content stream to detect an event associated with the event data in the content stream;
generating, by the computing device, a haptic signal associated with the event, the haptic signal configured to cause a haptic output device to output a haptic effect included within the haptic effect library; and
transmitting, by the computing device, the haptic signal to the secondary device, the haptic signal configured to cause the secondary device to output the haptic effect.

33. A non-transitory computer-readable medium comprising program code configured to be executed by a processor of a computing device to cause the processor to:
detect that particular video data is being watched for a first time;
in response to detecting that the particular video data is being watched for the first time, transmit a query signal to a secondary device requesting information regarding whether a haptic effect library associated with particular video data is installed on the secondary device;
after transmitting the query signal, receive, from the secondary device, a signal indicating that the haptic effect library is not installed;
in response to receiving the signal indicating that the haptic effect library is not installed, transmit, to the secondary device, haptic effect data configured to be used by the secondary device to install the haptic effect library on the secondary device;
receive a content stream comprising the particular video data, audio data, and event data;
monitor the content stream to detect an event associated with the event data in the content stream;
generate a haptic signal associated with the event, the haptic signal configured to cause a haptic output device to output a haptic effect included within the haptic effect library; and
transmit the haptic signal to the secondary device, the haptic signal configured to cause the secondary device to output the haptic effect.